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Motivation / Problem

● Multi-objective simulation-based optimization is challenging

● Vast search space

● Simulation-based evaluation is typically runtime-intensive



  

Background

● Challenge encountered during a research project 
on analyzing and improving the security of 
complex IT systems

● We apply multi-objective evolutionary simulation 
optimization to determine Pareto-efficient 
portfolios of security controls

● Evaluating an individual’s (control portfolio) fitness 
based on numerous simulations' outcome may 
require several seconds



  

Multi-Objective Simulation-Optimization of 
Security Control Sets



  

Aim Of The Work

● We aim to develop general techniques in order to:

– Reduce runtime for an individual’s fitness 
evaluation

– Reduce optimization's overall runtime

– Reduce the number of required evaluations



  

Improving Performance for Multi-objective 
Evolutionary Optimization 1 / 2

● Seeding: Seeding the initial population with 
good candidate solutions (e.g. by utilizing 
expert knowledge)

● Genotype Structure: Introduce validity 
constraints on genotypes → may significantly 
reduce search space

● Caching: Using cached results of already 
evaluated candidates → low impact for large 
problems



  

Improving Performance for Multi-objective 
Evolutionary Optimization 2 / 2

● Simulation Feedback Loop: Utilizing feedback 
from simulation in optimization, e.g. stop 
simulation if results are far from acceptable [1]

● Parallel Metaheuristics: Parallelize evaluation on 
multiple computation nodes (limited by population 
size [2])

● Surrogate Models: Approximate the evaluation 
procedure with a surrogate model which is 
substantially less expensive to evaluate [3, 4]



  

Status Quo

● So far, we have performed experiments with:

– Improved seeding

– Exploited genotype structure

– Applied caching



  

Baseline Setup for Experiments

● Attack simulation based optimization framework
● NSGA2
● Generations: 500 
● Population size: 100
● 2 point crossover
● 25 simulation replications per phenotype (fitness evaluation)
● 10 optimization runs (10 different optimization seeds)
● Search space: 2⁵⁸ = 2.9×10¹⁷
● Each evaluation (simulation) may take up to several seconds
● Each optimization run took about 12h



  

Seeding Experiment

● Utilized domain expert knowledge in order to 
create the initial population

Red = baseline, blue = utilizing improvement seeding, x-axis = generations, y-axis = 1 – 
amount of dominated space (the lower, the better)



  

Caching Experiment

● Measured how many genotypes were 
reevaluated during runtime (12.500 genotypes 
x 10 optimization runs)

● No cache hit during the experiment → due to 
massive search space

● Utilize similarity measuring to improve caching 
performance



  

Genotype Structure Experiment

● Applying constraints during genotype 
construction, e.g. max one anti virus system per 
computer

● Reduced the search space from 2⁵⁸ (2.9×10¹⁷) to 
2³⁶ (6.9×10¹⁰)



  

Genotype Structure Experiment

● Adding constraints to genotype construction

Red = baseline, blue = utilizing genotype constraints, x-axis = generations, y-axis = 1 – 
amount of dominated space (the lower, the better)



  

Future Work

● Perform more experiments

● Utilize additional measures by Zitzler et. al. [5] 
(e.g. diversity metrics) in order to evaluate the 
performance improvements in more detail



  

Conclusion

● Expensive fitness functions (e.g. simulations) pose 
a serious challenge in optimization scenarios

● Outlined a number of approaches to tackle this 
issue

● Evaluated some of those performance 
improvement techniques using the example of 
information security control selection



  

Questions?
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